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BERT architecture for masked item prediction.
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Universal Item Representation
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Click Score
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' Hou Y, et al. Towards Universal Sequence Representation

Learning for Recommender Systems. KDD’22.

D. |5

Candidate News

Wu C, et al. Empowering news recommendation with
pre-trained language models. SIGIR’21.
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(_Task-speciﬁc Prompt Construction | ChatGPT as Recommender ( Output Refinement h /

Qi: Could you recommend some \__ Recommendation
action movies to me? System R

- Format Correction (e A
Task Description A | have selected the following movies for ——[ User Query Q ] [ User profile ] | Dia',s‘:;;’;‘:‘
you to consider: S S
: Fargo (1996): This movie is a crime drama i 1 i
Behavior Injection that takes place in Minnesota...
Heat (1995): This is a crime thriller with a
Format Indicator
- /

o e A [ Prompt Constructor C }—
Die Hard (1988): Die Hard is an action-
Recommendation Datasets

=
% User profiles Item Attributes  ((Buy ) User-item interaction
53

J [ User - Item History Interaction J

packed thiller about a New York cop
named John Mcclane ...

Q2: Why did you recommend the
“Fargo” to me?

—

Az: | recommend “Fargo” because it has a
. strong reputation as a classic crime movie,
Evaluation and it contains elements that may appeal
to your interests based on your movie

Recommendation Tasks

o s & history and personal information.
Accuracy-oriented Tasks 1. Genera: You seem to enjoy a variety of
genes including drama, action, and crime.

Objective Evaluation
Rating Prediction Direct Recommendation Sequential Recommendation
“Fargo” is a crime drama that also contains y S
t elements of dark comedy and suspense. Yo s . i Intermediate
Explainability-oriented Tasks Human Evaluation i History of Recommendation R, (<) E [ Answer A, 0 ]
- o ’

Liu J, et al. Is ChatGPT a Good Recommender? A Preliminary ~ Gao Y, et al. Chat-REC: Towards Interactive and Explainable
Study. arXiv’23. LLMs-Augmented Recommender System. arXiv’23.
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Retrieving candidates & Ranking w/ LLMs
User Triggering LLMs to perceive order Bootstrapping to reduce position bias  (e.g. ChatGPT)
Sequential prompting OO : _ [ Parsing outputs ]
Candidate generation 1 T l
. Recency-focused prompting ® @ @ @ Retrieve ~EEM

Interaction G anle [
histories _ Bootstrap V oy v

oJoJolo) In-context learning (ICL) O @ iy (2]

v v 4

[ Pattern w/ sequential historical interactions ‘H I Pattern w/ retrieved candidate items C | Instruction template T’

Hou Y, et al. Large Language Models are Zero-Shot Rankers for Recommender Systems. arXiv’23.
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Sequential Recommendation

1 find the purchase history list of user_15466:
4110 > 4467 -> 4468 -> 4472

1 wonder what is tl
me decide?

1e next item to recon

—

umend to the user. Can you help

Rating Prediction

[wmu star rating do you think briana will give item 73917

Explanation Generation

you ean protect your prescious

Help Hong "0ld boy” generate a 5-star explanation about this product:
iphane more safe

OtterBox Defender Case for iPhone 3G, 3GS (Black) [Retail Packaging]

Review Summarization

Mo yo g
First it came with the packaging open and then as soon a
took it out it was so easily broken

[( Give a short sentence describing the following product review from
o girl

. Hopefully a 1mm e will it

Direct Recommendation
2 list and recommend

ll l l\ most suitable item from the g list and recommend

21, 4,
'M(» ) 382 2766,
7498, 2490 , 3232 , 9711 , 2 1427, 9923 , 3097 , 3594

6469, 9460 , 6956 , 9154

Mutti-task Pretraining with Parsonalized Prompt Collection

Zero-shot Generalization to New Product & Personalized Prompt

(1 being lowest and 5 being highest ) : \n title : Hugg A Moon

Predict user_14456 's preference about the new produet
\n price : 13.22 \n brand : Hugg-A-Planet

Geng S et al. Recommendation as
language processing (rlp): A unified
pretrain, personalized prompt &
predict paradigm (p5) RecSys’22.
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[ Search Queries (Multi-Beam Generation) }

%

Language Model (GPT-2)

+

! .
[Item Title lHItem Title 2}

A[Item Title T}

Input

Recommendation
T+1

——

—»  OQutput

WeChat

Search Engine
(BM25)

_

—| Item Title 1
Item Title N

LiJ, et al. GPT4Rec: A Generative Framework for Personalized
Recommendation and User Interests Interpretation. arXiv’23.
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Transformer Layer L of ME

Transformer Layer L — 1 of MG

Transformer Layer L' + 1 of M6

+ Embeddinglof Segment 1§

+ Embedding lof Segrmeat 2 H

+ Embeddinglol Segment 3 3+ Embedding of Segmentd S

* Embeddingof Segrents |

|+ Embedding of segment § -2 11

T
+ Embeding offSegment 5 — 111

f
*Embedding of Segment 5§

[ Transtormer Layer L' of Mé )

(Transtormer Layer 1" of M )

[ Transformer Layer 1" of M6 |

Transiormer Layer L' of M6 ) |[ [ Transformer Layer L' of MG )

[ Trensiormer Layer L' of M |

(Trensformer Layer L of M5 ]

(Trensformer Layer L of M )

[rransformer Layer 2 of M5 ]

[[Transformer Laver 20f M6 ]

[[Transformer Layer 2 of M6 ]

([rransformer Layer 2 of M6 )|f (" Transtormer Laver 2 of 5 ]| -

[rransformer Layer 2 of M5 ]

(Transformer Laver2 of M5 |

[ Transformer Laver2 of M6 ]

Transformer Layer 1 of M6
1

Transformer Layer 1 of M6
I

Transformer Layer 1 of M6

Transformer Layer 1 of M6
I

B W Er

Ten hours ago, the user
clicked

Transformer Layer 1 of MG
I

Three hours ago, the user

Transformer Layer 1 of M6 " Transformer Layer 1 of M6
I 1

tion 1, 2,.. H + Embeddings of Position 1,2, +En

The user is now recommended

| the search query Hiking Gear,

| [

Transformer Layer 1 of M6
|

which the user has cicked >10
times in the last two years.

Position 1,2,... 3+ Embeddings of Position 1. 2.

(€0s]

User features.

Candidate features.

User-candidate cross features.

Cui Z, et al. M6-Rec: Generative Pretrained Language Models are
Open-Ended Recommender Systems. arXiv’22.
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i System Instruction tunin ;
Pro% SRR >  Tormulation y j g Preference Intention Task Form
b Sequential
¥ Concatenation i B :
I U\el _ Insertion ; M.Odt_l B = recommendation None None Pointwise
() nstructions Person Shift nstructions og ) Product Search (Cold-start users) (Exploratory interaction) | (Discriminate a candidate)
ah 03
Z © e v i
Recorded Info. T <) Personalized ; il : s Vague PalrW.lSe .
- = o (User’s context info.) |(Ambiguous idea of target)| (Compare a item pair)
Historical o Search

—> . Recall Model = : Matching & Reranking

Passively interactions Explicit Specific S :
R dati (Explicit expression) (Clear idea of target) (Retrieving the.candhdates,
ccommendaation p p 4 refining the ranking)

Instantiation Model Instructions
(Py, Iy, Tp) The user has purchased these items: <historical interactions> . Based on this information, is it likely that the user will interact with <target item> next?
(Pa, Iy, T3) You are a search engine and you meet a user’s query: <explicit preference> . Please respond to this user by selecting items from the candidates: <candidate items>.
(Po, 1, T2) As a recommender system, your task is to recommend an item that is related to the user’s <vague intention> . Please provide your recommendation.
(Po, b, T») Suppose you are a search engine, now the user search that <specific Intention> , can you generate the item to respond to user’s query?
(P1, Py, Tp) Here is the historical interactions of a user: <historical interactions> . His preferences are as follows: <explicit preference> . Please provide recommendations .
(P, 1, T2) The user has interacted with the following <historical interactions> . Now the user search for <vague intention> , please generate products that match his intent.
(P1, 1, T2) The user has recently purchased the following <historical items>. The user has expressed a desire for <specific intention>. Please provide recommendations.

Zhang J, et al. Recommendation as Instruction Following: A Large Language Model Empowered Recommendation Approach. arXiv’23.
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Wu'Y, et al. Personalized Prompts for Sequential Recommendation. arXiv’22.
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CTR
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- Insert Sequentlal model G D*
S (pre-trained & fixed) ] Ly
,.E Fairness objective
T |_ _ personalized prompts | (;n selected attributes
=)
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Task-specific  User-specific

User behaviors

prompts prompts

Wu Y, et al. Selective fairness in recom-
mendation via prompts. SIGIR’22

CIE i ¥-%: %l

WeChat
o A TFHREFI GG A H—
— KA TS E X

Backdoor in pre-training

e olrlpiplld Platformn - --. -‘*T:_':::-,‘.:
- ) R Platform 1 --. ™ g o
Pre-training data | . ] Vo ' T
' — + 1+ Private data v g g e
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Backdoo ,Attacked Model . Tuning ¥ . -
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Model provider Platforms Users

Wu'Y, et al. Attacking pre-trained recommendation.
SIGIR’23
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